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Who am I?

● Full-time job: Droidtown Linguistic Tech. founder & general manager.
○ Webpage: https://api.droidtown.co 

○ Discord: https://discord.gg/g5Enb5zAyK 

● Inventor of linguistic technologies.
○ 3 Taiwan invention patents, and 1 US invention patent holder.

● Part-time lecturer in NYCU:
○ Linguistics and Artificial Intelligence.

○ Linguistic Technology and Complex System

○ https://github.com/PeterWolf-tw/LxTech_and_ComplexSys/ 
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https://api.droidtown.co
https://discord.gg/g5Enb5zAyK
https://github.com/PeterWolf-tw/LxTech_and_ComplexSys/


We will be talking about 

MATH 
today.
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When it comes to "Math in languages"...

https://spokentaiwanmandarin.nccu.edu.tw/word-frequency.html 

https://spokentaiwanmandarin.nccu.edu.tw/word-frequency.html


5https://vocus.cc/article/659e8a65fd897800012fefbf 

https://vocus.cc/article/659e8a65fd897800012fefbf
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https://vocus.cc/article/659e8a65fd897800012fefbf 

https://vocus.cc/article/659e8a65fd897800012fefbf
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Frequency!
What a 
lovely 
word!
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Final term paper: 
請依以下兩張文字雲，從人、事、時、地、物…等角度寫出 A4 兩頁的分析報告。
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背景一：這兩張文字雲是高雄市長選舉結束後，由候選人發表的演講稿製成

 (但可能是不同屆哦！)
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背景一：這是高雄市長選舉結束後，候選人發表的演講 (但可能是不同屆哦！)

背景二：這兩個講稿，一個是勝選人講的，一個是敗選人講的
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有沒有發現，每多知道一些背景資訊，你的分析就愈具體，愈容易下筆？
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一277萬一個一天一座一樣不夠不好意思之前了人口今天他鄉任
但是偉大充滿內再次到剛剛勇敢包容向哪裡困難國瑜團結報告好
如子弟孕育對就工作已經市民朋友希望幫幫助很很多很大忘恭喜
意思愛跟感受應該打拼拜託挑戰提到時間更好替朋友期永遠熱情
特別當市長疼惜相信禁結束給綠繼續美好而已能致電藍表示許多
誠請變得變故鄉責任走起跟著路辜負這這塊這座這段選舉還有都
長大陪伴陳其邁雖然難過韓市長願望高雄市他他作為作為其邁其
邁努力努力四年四年家園家園從從或或所有所有故鄉故鄉明天明
天更更最後最後生命生命相依相依這裡這裡開始開始一起一起一
起也也也以以以共同共同共同加油加油加油地方地方地方市民市
民市民為榮為榮為榮管管管能夠能夠能夠要要要還是還是還是城
市城市城市城市感謝感謝感謝感謝未來未來未來未來為為為為人
人人人人市長市長市長市長市長跟跟跟跟跟在在在在在在支持支
持支持支持支持支持支持不不不不不不不不我們我們我們我們我
們我們我們我們大家大家大家大家大家大家大家大家大家是是是
是是是是是是我我我我我我我我我我我高雄高雄高雄高雄高雄高
雄高雄高雄高雄高雄高雄高雄高雄高雄高雄高雄高雄的的的的的
的的的的的的的的的的的的的的的的

一2018年一280萬一件一個一個一個一個月一定一定一定一幕一瓶一絲一起
一起一起一起一遍一點上上下一心上陣下一代下來不不不不不不不停不用不
用不用世界世界中中中中央也也事人人人人民今天份佛教徒你來保佑做做做
做做做價值先內內內內人全全全全全力全力以赴全部兩年再出來出現分分分
分族群到前前前前剛剛才力量動員包容千斤可台灣台灣台灣各位各位向向喜
悅因為國民黨團結團隊團隊團隊在在在在在在城市報告報告報告外多少大家
大家大家大家大家大家大家大家太多太多好好不好好好好朋友如果姊妹委員
委員宣言將對手對手對手小內閣就是就是就是工作已經市民市民市民市民市
民市民市長市長市長希望幫忙府廉潔廣大建立影往往往很清楚後後後得心必
須志工朋友愛感謝感謝感謝感謝感謝感謝感謝感謝感謝感謝感謝感謝成長我
我我我我我我我我我我我我我我我我我我我我我我我我我我們我們我們我們
我們我們所以所有所有所有所有所有所有所有所有打拚打拼打造批判批判過
找到找到把投票拚拚挑戰挽起提名擔心擔心支持改變政府政府政治效率敗選
教育敬新明天是晚安更好更好最困難最神奇最重要最高會會會會會會會有有
朝有陰朋友朋友們未來未來未來未來未來機會機會民主政治史氣水沉重沒有
沒有沒有沒有沒有海深深清廉為為為為無比父特別王金平現場生活的的的的
的的的的的的的的的的的的的的的的的的的的的的的的的的的的的的的的的
盡速直接相信相信相信相信盾盾看看到真眼礦泉祝福票數秉持立刻等待組織
給給經濟經濟老兄弟肩扛肩膀能能自己與菩薩華人萬斤藍綠藍綠藍綠衝表情
表情袖子要要要要要要要要親愛訊號訊號請請謝謝謝謝謝謝謝謝謝謝讓讓走
走走起來跟跟跟跟跟跟跳出來輕裝逐步這個這次這裡造勢過程過程選舉選舉
選舉選舉那那都都都鄉親鄉親鄉親鄉親鄉親朋友釋放重新重組重複開始關係
關心院長陳其邁陳其邁陳其邁集合非常非常非常巨大非常強烈鞠躬願意願意
高市府高雄高雄高雄高雄高雄高雄高雄高雄高雄高雄高雄高雄高雄高雄高雄
高雄高雄高雄高雄高雄高雄市高雄市高雄市高雄市點黨部

其實剛剛的文字雲是從這兩篇我自己亂寫的東西生出來的。

所以剛才都是你自己受引導以後的腦補！

文字雲？腦補 + 暗示的「文本分析」
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https://aclanthology.org/2020.emnlp-main.331/ 

https://aclanthology.org/2020.emnlp-main.331/
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So, when it comes to frequency… 

誰跟你說第一招先用「詞頻」

誰就是在欺負你不懂語言學！
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We are
here!



If you are creating a language…

A language must have "morphemes" as its basic units to form words.

A language must have "syntax" to govern how words are put together.

A language must have "semantics" to convey meaning.

A language must have "performance" to deliver information (inword or outward).

19

Demo: Language Creator



Assuming that we have a language…part 1

● A language must have "morphemes" as its basic units to form words.
○ It only has 10 morphemes.

0123  => 123
246    => 246
855    => 855
56183 => 56183

Quiz:

Is 00000 a possible word in this language?

0
1
2
3
4
5
6
7
8
9

form words
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Assuming that we have a language…part 2

● A language must have "syntax" to govern how words are put together.
○ It has two "functional words": +, -
○ It has embedding clauses.

0123  => 123
246    => 246
855    => 855
56183 => 56183

Fun facts:
In some dialects, "A + B" is noted as "A  B  +",
in other dialects, "A + B" is noted as "+ B A."

form 
sentences

123 + 8550 - 24
46 + 246 - 55
85 + 8 - 5
5 + (6 - 1 + (8 + 3))

Quiz: Is this grammatical in this language?

5 + (6 - 1 + (8) + 3) 21



Assuming that we have a language…part 3

● A language must have "semantics" to compute the meaning when words are put together.
○ It has two "functional words": +, -, x
○ It has embedding clauses.

compute 
meaning

123 + 8550 - 24
46 + 246 - 55
85 + 8 - 5
5 + (6 - 1 + (8 + 3))

Quiz: Do you think we come up with the 

number after "=" by some computational 

process or some probability model?

123 + 8550 - 24 = 8649
46 + 246 - 55 = 237
85 + 8 - 5 = 88
5 + (6 - 1 x (8 + 3))  = 0

22



Assuming that we have a language…part 4

● A language must have "performance" to deliver information (inward or 
outward).

123 + 8550 - 24 = 8649
46 + 246 - 55 = 237
85 + 8 - 5 = 88
5 + (6 - 1 x (8 + 3))  = 0

performance

123 + 8550 - 24 = 8649
 -> 8 thousand 6 hundred and 4ty-9
 -> 8ty-6 4ty-9
 -> 8 6 4 9

Quiz: Do you agree with the idea that 

"MATH is just another LANGUAGE?"

23



We do have a language…part 1

● A language has "morphemes" as its basic units to form words.

夯、奄   => ??
大、夫     => 大夫
夏、天     => 夏天
大、姊、姊  => 大姊姊

Quiz:

Why "夯奄" is unlikely to be a 

possible word in this language?

form words
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Assuming that we have a language…part 2

● A language must have "syntax" to govern how words are put together.
○ It has two "functional words": +, -
○ It has embedding clauses.

Fun facts:
In some languages, "姐姐 當上 大夫" is noted as "姐姐 大夫 當上",
in other languages, "姐姐 當上 大夫" is noted as "當上 大夫 姐姐"

form 
sentences

大姊姊  在 夏天 當上 大夫

大姊姊  聽到 (妹妹 叫 (弟弟 去 游泳))

夯、奄   => ??
大、夫     => 大夫
夏、天     => 夏天
大、姊、姊  => 大姊姊
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Assuming that we have a language…part 3

● A language must have "semantics" to compute the meaning when words are put together.
○ It has two "functional words": +, -, x
○ It has embedding clauses.

compute 
meaning

[[大姊姊在夏天當上大夫 ]]
= the condition in which 
there is a 姊姊 and a 大夫 
in between a 當
上-relation holds in the 
time when it is 夏天

大姊姊  在 夏天 當上 大夫

大姊姊  聽到 (妹妹 叫 (弟弟 去 游泳))
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Assuming that we have this language…part 4

● What are inward/outward "performance"?

performance

You can either "think of" it in 
your mind, "speak it out" with 
your mouth or sign it with a sign 
language.

[[大姊姊在夏天當上大夫 ]]
= the condition in which 
there is a 姊姊 and a 大夫 
in between a 當
上-relation holds in the 
time when it is 夏天

Fun facts:
Since "speak it out/sign it" are only part of the possible 
performance options, communication is not the core part of 
language system.
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Language = Math

The core of a language system is a set of intertwined computational processes 
describing…

● How words are formed with morphemes

● How sentences are formed with words?

● How meanings are computed with sentences?

● How the results are performed?  

● Language is a math system with more than the numbers from 0 to 9.

28



Why did computational linguistics choose frequency as the tool?

● With the birth of computers in the 1940s, computational linguistics started.

● Chomsky's first paper came out at late 1950s.

● When computational linguists started to investigate languages, the only tool in 
hand was…basically counting words as "word frequency."

● Many students nowadays confuse the order of the years and think that 
"Chomsky is doing traditional linguistics" and "computational linguists are 
doing modern linguistics." Na…Computational linguistics came first and the 
approaches are still pretty much the same as their ancestors in the 40s.
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Do frequency models reflect human minds?
Large language models are said to be a compression model of the world. (ref.)

●

30

https://openreview.net/forum?id=jznbgiynus


Two ways of compression:
● Frequency-based compression => zip up the "frequently-seen" elements.

31

compression

model

[i-seo-ha-ye-yu-]jun
[do-]yun
[eun-si-]woo
[ji-su-]ho

50 characters in length69 characters in length



Why frequency model works, and why it is NOT how humans do.

32

● To be able to "compute" a frequency means you need "a 
lot of samples."

○ Human children don't have that.
● A frequency model "predicts the next token" by 

probability and that is why LLMs are bad at doing math.
○ 123 + 8550 - 24 = 8649



Another kind of compression: Binary-Branching Syntax Tree

33



Another kind of compression: Binary-Branching Syntax Tree

34

John

's sister pictured herself

personal.zip

document.zip

root.zip

picture.zip

D'

DP

VP

CP



A compressed object must be decompressable!
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personal.zip

document.zip

root.zip

picture.zip

root.zip => {document.zip, picture.zip}

=> {work, personal.zip}document.zip

=> {A.cpp, B.java}personal.zip

=> {pfp.png, family}picture.zip

● To make sure what are decompressed is the same as what 
were compressed before, an ALGORITHM  that can 
guarantee the output instead of a probability model that 
has no guarantees to the output must be implemented.  



A Binary-Branching Syntax Tree is the Algorithm!
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John

's sister pictured herself

D'

DP

VP

CP

CP => {DP*, VP}
=> {John, D'}DP

=> {'s, sister}D'

=> {pictured, herself}VP

● Don't get misled! This is not the 
phrase-structure rules from the last century in 
many aspects:

○ It's binary: memory cost at every level is fixed.
○ It's universal: the compression/decompression 

algorithm applies to all human languages.
○ It's corpus-free: no data model is needed for training.
○ It's efficient: (to be discussed later)
○ one more thing, it is only taught in NYCU in Taiwan.

*Due to space limitations, this is a simplified expression. A CP should consist of {C, TP}. Audiences are encouraged to take a syntax course at NYCU for more details.



Why not ternary (or more)? 
Because you cannot know how many words will be used in a sentence before you 
perceive it.
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● Assuming you have a ternary tree in your head… 

word1 word2 word3 word4 word5

Ternary tree works perfect with a 5-word sentence.

word1 word2 word3 word4

But in a 4-word sentence… 



On the other hand, a binary-branching structure…
No matter how many words will be used in a sentence, a binary-branching 
structure can handle it.
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● Assuming you have a ternary tree in your head… 

word1 word2 word3 word4 word5 word1 word2 word3 word4



Why binary? 

● When designing an algorithm, fixed data length is generally faster than 
non-fixed data length in computing because it simplifies and speeds up 
operations like memory access and instruction decoding.

● A fixed-binary-branching tree can handle sentences of different lengths.

● Fixed-ternary (or N-ary where N>2) branching tree can not handle sentences 
of different lengths.

● Given the fact that human languages use sentences of different length, 
binary-branching tree is the only viable structure.
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Why "Being Universal" is important?

● We are all Homo sapiens; we are the same species.

● Universality guarantees the potentiality of a human to acquire/learn ANY 
human language in the world.

40

Fun facts:
In some dialects, "A + B" is noted as "A  B  +",
in other dialects, "A + B" is noted as "+ B A."

私は

   I
魚を

fish
食べます

eat

VP

CP

aken
   I

kanu
eat

ciqaw
fish

VP

CP

Japanese Paiwan



Why do we say binary-branching structure is innate?
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…….

When a human starts to use language to 
communicate with another human being, the 

first assumption would be that 
"WE MUST SHARE THE SAME 

DECODING/ENCODING SYSTEM."
We don't need to have the same 

experience in order to have the same 
language model in mind.



LLM Transfer learning, how promising it is?
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https://arxiv.org/html/2501.11496v1 

● LLM stands for "LARGE language model", it requires 
a "LARGE" amount of training data (and electricity) . 
Endangered languages usually don't have this luxury.

● LLM/AI is not a universal approach.

● If it digitizes/generates less-accurate outputs, then 
just please don't start. Once wrong corpus is 
established/generated, it will be there forever.

https://arxiv.org/html/2501.11496v1


Efficiency: Which one is grammatical?
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John

's sister pictured himself

D'

DP

VP

CP

John

's sister pictured herself

D'

DP

VP

CP



Two ways to determine whether "himself" is grammatical here
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John 's dog go himself

● Let's train a language model to predict whether it is more frequently to see 
"himself" or "herself" here.

has

ask

saw

sister

what

walking

dead

pictured

Mary

herself

a

Paris

● Why is "herself" grammatical but "himself" ungrammatical here?

○ Because the probability of "herself" is higher than "himself." (←That's description, not explanation.)

● Why is "a" ungrammatical here? Don't you think "pictured a … " would be more frequent 
than "pictured herself" in any "well-balanced" corpus?



Another kind of computation: C-Command
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Red texts are compression nodes.

Definition of C-Command:
● Node α c-commands a node β iff
● Neither α nor β dominates the other, and
● Every branching node dominating α also dominates β



Computation with Algorithm:
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John

's sister pictured himself

D'

DP

VP

CP

John

's sister pictured herself

D'

DP

VP

CP

● Why is "herself" grammatical but "himself" ungrammatical here?

○ Referent of pronominal expressions needs to be resolved.

○ The compression node containing "herself" is compressed with {John, 's, sister} but not John.

○ The compression node containing "himself" is compressed with {John, 's, sister} but not John.

= {'sN + sister}

= {John, 's,  sister}

= {pictured, himself}

= {{John, 's, sister}, {pictured, himself}}

= {'sN + sister}

= {John, 's,  sister}

= {pictured, herself}

= {{John, 's, sister}, {pictured, herself}}

● Is it just some gender-agreement issue? No, it's the structure issue! Consider this:
○ Mary's sister took a selfie by the tower. (Who is in the selfie? Mary or the sister?)



Comparison:

● Frequency-based Approach
a. EXTREMELY large training data is 

required.
b. MASSIVE electricity is required for 

computing.
c. DIFFICULT to take care of endangered 

languages.
d. The output is NOT EXPLAINABLE.
e. Needs a lot of $$ investment, like… 

A LOT!
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● Algorithm-based Approach
a. Minimum data is needed (at least one 

instance).
b. My old 2017 macbook air can do the 

computation.
c. See (a). above.
d. The algorithmic logic is transparent and 

explainable. Explainable AI means 
Responsible AI.

e. Need linguists who know the structures 
of languages to do the programming.



Takeaways

1. Language as an Algorithmic System
○ Language operates like mathematics—through computational processes, not probability

2. Binary-Branching Syntax Trees as Compression
○ Human language structure uses binary-branching trees as a universal compression/decompression 

algorithm
○ This is the only structure that can handle variable-length sentences efficiently with fixed memory costs
○ Universal across all human languages (e.g., Japanese, Paiwan, English all use the same underlying 

structure)
3. Practical Implications

○ The C-command algorithm explains grammaticality (e.g., "herself" vs "himself") through structural 
relationships, not frequency

○ LLMs are not suitable for endangered language preservation—they risk generating inaccurate corpus 
that persists forever

○ True language digitization requires understanding linguistic structure, not just statistical patterns.

48



Discussions
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