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Who am |?

e Full-time job: Droidtown Linguistic Tech. founder & general manager.

o Webpage: https://api.droidtown.co
) Discord: https://discord.gg/g5Enb5zAyK

e Inventor of linguistic technologies.

o 3 Taiwan invention patents, and 1 US invention patent holder.
e Part-time lecturer in NYCU:

o Linguistics and Artificial Intelligence.

o Linguistic Technology and Complex System

o https://qithub.com/PeterWolf-tw/LxTech and ComplexSys/
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We will be talking about

MATH

today.




When it comes to "Math in languages”...

NCCU Corpus of Spoken Taiwan Mandarin
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Google

computational linguistics word frequency X v
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=l ACL Anthology )
https://aclanthology.org > 2020.emnlp... . EREEEE httDS://aclanthologv.org/2020.emnlp-maln.331/

Word Frequency Does Not Predict Grammatical ...
B C Yu ¥ - 2020 - #5) 18 Zx — We find that across four orders of magnitude, corpus frequency is
unrelated to @ noun's performance on grammatical tasks.

arxiv

htps://arxiv.org > cs - Birs{REE
Statistical patterns of word frequency suggesting the ...
B S Yu E{E - 2020 - ##5| B 1 3t — Abstract page for arXiv paper 2012.00187: Statistical patterns of
word frequency suggesting the probabilistic nature of human languages.

Wikipedia

https://en.wikipedia.org > Zipfs_law .- S35 EAE
Zipf's law
In many texts in human languages, word frequencies approximately follow a Zipf distribution with
exponent - At the low-frequency end, where the rank approaches ...

15


https://aclanthology.org/2020.emnlp-main.331/

Google

TAX EATE

.E Airiti Library ZE843 FEHE
https:/iwww.airitilibrary.com > Publication » Index ~ }
EEY I EFHEE 4 BH= News event tracking using ..

FEXHR FEIRT— SRR - AR RAETAEE - W)
TR Slca Biiat » i8S KRB0 RIL I SAER » JATF-DF 3 BN .

© BEEEERVEIEA

https://diweb01.tzuchi.com.tw » eclass > CJFD = PDF

BRI B EREE T2 m X EXEERETEES ...
59 SESTABERAS LR SR AAAS STESURIK . RBH

¥ Hmzs EOW 2R WUEEH. 5 | BRERT2ERNE. IRRET .
© PEREESES
https://colisp.lac.org. tw > pdf » CoLISP2024 = PDF :
= — 511 4 ;ﬁﬁﬁﬁﬂ:gj =5 85 %ﬁﬂﬂxﬁ

.. ARBEWERRAXZHEL - EXBEESE 8 IFAX (digial
P RER BDRATATHEASNNAATE TR  RZREAREFE .

265 8

Q @_LIBI 7§—7L'L,\E‘”‘§‘
https://psy.nccu.edu.tw > PageStaffing > Detail  #
VAEIESE S 3% = ._LH;LD\j( ’b‘ﬂgg
S CRHERE NS ERAEANNR B | RIS AR
IS 10 SHE T 20205088 ~2021F078; BN, £E; SELE .

16



So, when it comes to frequency...
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If you are creating a language...

A language must have "morphemes" as its basic units to form words.
A language must have "syntax" to govern how words are put together.

A language must have "semantics" to convey meaning.

A language must have "performance" to deliver information (inword or outward).

Demo: Language Creator
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Assuming that we have a language.. .par+

e Alanguage must have "morphemes" as its basic units to form words.
o Itonly has 10 morphemes.

Numera
o 0123 => 123
ro1 form words 246 => 246
5 855 =>855
‘ 56183 => 56183
« 3
4
¢« 5 Quiz:
n 6 Is 00000 a possible word in this language?
« 7
X 8
t 9

20




Assuming that we have a language.. . a2

e Alanguage must have "syntax" to govern how words are put together.
o It has two "functional words": +, -
o It has embedding clauses.

0123 => 123 123 + 8550 - 24

246 => 246 form 46 + 246 - 55

855 => 855 sentences 85+8-5

56183 => 56183 5+(6-1+(8+3))
Fun facts:

In some dialects, "A + B" is noted as "A B +",
in other dialects, "A + B" is noted as "+ BA."

Quiz: Is this grammatical in this language?
5+(6-1+(8)+3)



Assuming that we have a language.. .paxs

A language must have "semantics" to compute the meaning when words are put together.

o It has two "functional words": +, -, x

o It has embedding clauses.

123 + 8550 - 24

123 + 8550 - 24 = 8649

46 + 246 - 55

85+8-5
54+ (6-1+(8+3))

compute 46 + 246 - 55 = 237
meaning 85+8-5=88

5+(6-1x(8+3) =0

Quiz: Do you think we come up with the
number after "=" by some computational

process or some probability model?
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Assuming that we have a language.. ;a4

A language must have "performance" to deliver information (inward or
outward).

123 + 8550 - 24 = 8649

123 + 8550 - 24 = 8649
46 + 246 - 55 = 237 SEETETEE -> 8 thousand 6 hundred and 4ty-9
85+8-5=288 -> 8ty-6 4ty-9
5+(6-1x(8+3)) =0 ->8649

Quiz: Do you agree with the idea that

"MATH is just another LANGUAGE?"
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We do have a language.. .-

e Alanguage has "morphemes" as its basic units to form words.
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Assuming that we have a language.. . a2

e Alanguage must have "syntax" to govern how words are put together.
o It has two "functional words": +, -
o It has embedding clauses.

F.E =>72? Kihih £ EX 8L Xk
X .k =K% form .
BE.X =—=EX sentences Kihih BEE (bkkk W (385 & iFiK))
K. 06, b => Kishith

Fun facts:

In some languages, "#H3H & £ KX"is noted as "#H3H K%k & L",
in other languages, "#H3H & £ KX"is noted as "&£ KXk 3HHH"

25



Assuming that we have a language.. .paxs

e Alanguage must have "semantics" to compute the meaning when words are put together.
o It has two "functional words": +, -, x

o It has embedding clauses.
[[RihihEEXE LXK 1]
Kigip £ EX 8 XX = the condition in which
ﬁgf‘mg there is a ¥ and a XXk
Kihih B2 (Bkik W (3638 & HEK)) in between a &

_k -relation holds in the
time when itis X

26



Assuming that we have this language.. .4

What are inward/outward "performance"?

[KiHEREXE LXK ]]

= the condition in which
there is a %% and a X%
in between a &

E -relation holds in the
time when it is X

Fun facts:

performance

You can either "think of" it in
your mind, "speak it out” with
your mouth or sign it with a sign
language.

Since "speak it out/sign it" are only part of the possible
performance options, communication is not the core part of

language system.

27



Language = Math

The core of a language system is a set of intertwined computational processes
describing...

e How words are formed with morphemes

e How sentences are formed with words?

e How meanings are computed with sentences?
e How the results are performed?

e Language is a math system with more than the numbers from 0 to 9.



Why did computational linguistics choose frequency as the tool?

e With the birth of computers in the 1940s, computational linguistics started.
e Chomsky's first paper came out at late 1950s.

e \When computational linguists started to investigate languages, the only tool in
hand was...basically counting words as "word frequency."

e Many students nowadays confuse the order of the years and think that
"Chomsky is doing traditional linguistics" and "computational linguists are
doing modern linguistics." Na...Computational linguistics came first and the
approaches are still pretty much the same as their ancestors in the 40s.

29



Do frequency models reflect human minds?

Large language models are said to be a compression model of the world. (ref.)
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https://openreview.net/forum?id=jznbgiynus

Two ways of compression:

e Frequency-based compression => zip up the "frequently-seen" elements.

List of the most popular given names in South Korea

2021 [ edit]
Boys'?]
C
omn'lon ¢ Hangul# RR # MR # Count* mOdel
spelling
I-jun o|E ljun ljun 2,833
Seo-jun MNE Seojun | Sojun | 2,396
Hajun  |8tF | Hajun | Hajun 2227 | [|-seo-ha-ye-yu-] jun
Do-yun s Doyun | Toyun | 2,199 . do_ un
Eun-woo |29 Eunu | Unu |1,931 CompreSSK)n [ ]y .
Si-woo A2 Siu Siu | 1,831 [eu n'SI']WOO
Ji-ho X Jiho | Chiho | 1,606 []I-SU-]hO
Ye-jun of|lE Yejun | Yejun | 1,455
Yu-jun fE Yujun | Yujun | 1,380
Su-ho B Suho | Suho | 1,360

69 characters in length 50 characters in length



Why frequency model works, and why it is NOT how humans do.

e To be able to "compute” a frequency means you need "a

lot of samples."
o Human children don't have that.

e Afrequency model "predicts the next token" by
probability and that is why LLMs are bad at doing math.
o 123 + 8550 - 24 = 8649

YEAH,WE DON'T
REALLY DO THAT HERE

/)
NETFLIX /
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Another kind of compression: Binary-Branching Syntax Tree

D Pi
v v *\. I v
Work Personal profile_picture.png Family
v ! \/
= =
project_A.cpp project_B.ja
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Another kind of compression:

ﬂ

document. le picture. le

e N
personal.zip|\pfP-png

Binary-Branching Syntax Tree

S sister  pictured herself
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A compressed object must be decompressable!

f => {document.zip, picture.zip}

root Zip
document.zip .
=> {work, personal.zip}

plcture zip

document Zip

perscaa_g) => {A cpp B java}

pICtU@ => {pfp png, famI|Y}

e To make sure what are decompressed is the same as what
were compressed before, an ALGORITHM that can
guarantee the output instead of a probability model that
has no guarantees to the output must be implemented.
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A Binary-Branching Syntax Tree is the Algorithm!
cr => {DP*, VP}

o => {John, D'}

o =>{'s, sister}

ve => {pictured, herself}

e Don't get misled! This is not the
phrase-structure rules from the last century in

many aspects:
o It's binary: memory cost at every level is fixed.
It's universal: the compression/decompression
algorithm applies to all human languages.
o It's corpus-free: no data model is needed for training.
It's efficient: (to be discussed later)
o one more thing. it is only taught in NYCU in Taiwan.

36

S sister  pictured herself

(@]

*Due to space limitations, this is a simplified expression. A CP should consist of {C, TP}. Audiences are encouraged to take a syntax course at NYCU for more details.



Why not ternary (or more)?

Because you cannot know how many words will be used in a sentence before you
perceive it.

e Assuming you have a ternary tree in your head...

word1 word2 word3 word4 word5 word1 word2 word3 word4

Ternary tree works perfect with a 5-word sentence. But in a 4-word sentence...
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On the other hand, a binary-branching structure...

No matter how many words will be used in a sentence, a binary-branching
structure can handle it.

e Assuming you have a ternary tree in your head...

/77> [ 72

word1 word2 word3 word4d word5 word1 word2 word3 word4
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Why binary?

When designing an algorithm, fixed data length is generally faster than
non-fixed data length in computing because it simplifies and speeds up
operations like memory access and instruction decoding.

A fixed-binary-branching tree can handle sentences of different lengths.

Fixed-ternary (or N-ary where N>2) branching tree can not handle sentences
of different lengths.

Given the fact that human languages use sentences of different length,
binary-branching tree is the only viable structure.
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Why "Being Universal" is important?

We are all Homo sapiens; we are the same species.

Universality guarantees the potentiality of a human to acquire/learn ANY
human language in the world.

Fun facts: FAIZ @
In some dialects, "A + B" is noted as "A B +", |
in other dialects, "A + B" is noted as "+ BA."
’ fE  ANEY
fish eat

Japanese

kanu
eat

ciqaw
fish

Paiwan

aken
I
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Why do we say binary-branching structure is innate?

A gene is an assumption about the environment.

T44:25-202559813H - 6,024 REE

)\ Pedro Domingos & o
@pmddomingos

When a human starts to use language to
communicate with another human being, the
first assumption would be that
"WE MUST SHARE THE SAME 5SS
DECODING/ENCODING SYSTEM."
We don't need to have the same
experience in order to have the same

N\

language model in mind. &
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LLM Transfer learning, how promising it is?

License: arXiv.org perpetual non-exclusive license
arXiv:2501.11496v1 [cs.CL] 20 Jan 2025

Generative Al and Large Language Models in
Language Preservation: Opportunities and Challenges

Vincent Koc

Vincent Koc is with Hyperthink, Sydney, Australia (hyperthink.com.au). Contact: vincentkoc@ieee.oxg.

https://arxiv.org/html/2501.11496v1

IV-B Technical Limitations

LLM stands for "LARGE language model", it requires
a "LARGE" amount of training data (and electricity) .
Endangered languages usually don't have this luxury.

LLM/AI is not a universal approach.

If it digitizes/generates less-accurate outputs, then
just please don't start. Once wrong corpus is
established/generated, it will be there forever.

Training large-scale language models requires significant computational resources, including specialized hardware and
large amounts of electricity. Access to the right infrastructure can be an obstacle, especially for endangered languages
spoken in low-resource regions. Additionally, Al models often struggle with complex grammar, non-standard spellings, or

extensive lexical borrowing from dominant regional languages, leading to less-accurate outputs.
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https://arxiv.org/html/2501.11496v1

Efficiency: Which one is grammatical?

S sister  pictured himself S

sister

pictured herself
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Two ways to determine whether "himself" is grammatical here

e Let's train a language model to predict whether it is more frequently to see
"himself" or "herself" here.

John 'S dog go himself
has sister dead a
ask what pictured herself
saw walking Mary Paris

e Why is "herself' grammatical but "himself' ungrammatical here?
o Because the probability of "herself" is higher than "himself." («That's description, not explanation.)

e Why is "a" ungrammatical here? Don't you think "pictured a ... " would be more frequent
than "pictured herself" in any "well-balanced" corpus? 44



Another kind of computation: C-Command

Definition of C-Command:
Node a c-commands a node f3 iff

Neither a nor 3 dominates the other, and

Every branching node dominating a also dominates 3

ool

A[(\]
B!

ciza  “pw

gl El ol

v 5

o]

Red texts are compression nodes.
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Computation with Algorithm:

e Why is "herself' grammatical but "himself" ungrammatical here?
o Referent of pronominal expressions needs to be resolved.
o  The compression node containing "herself" is compressed with {John, 's, sister} but not John.

o  The compression node containing "himself' is compressed with {John, 's, sister} but not John.

= {{John, 's, sister}, {pictured, himself}} @ {{John, 's, sister}, {pictured, herself}}

@ {John,'s, sister}

{John,'s, sister

{pictured, himself} John

{'sN + sister} {pictured, herself}

< sister  Pictured himself S sister  pictured porself

e Isitjust some gender-agreement issue? No, it's the structure issue! Consider this:
o Mary's sister took a selfie by the tower. (Who is in the selfie? Mary or the sister?) 46




Comparison:

e Frequency-based Approach

a.

EXTREMELY large training data is
required.

MASSIVE electricity is required for
computing.

DIFFICULT to take care of endangered
languages.

The output is NOT EXPLAINABLE.
Needs a lot of $$ investment, like...

ALOT!

e Algorithm-based Approach

a.

0

Minimum data is needed (at least one
instance).

My old 2017 macbook air can do the
computation.

See (a). above.

The algorithmic logic is transparent and
explainable. Explainable Al means
Responsible Al.

Need linguists who know the structures
of languages to do the programming.
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Takeaways

1. Language as an Algorithmic System
o Language operates like mathematics—through computational processes, not probability
2. Binary-Branching Syntax Trees as Compression
o Human language structure uses binary-branching trees as a universal compression/decompression
algorithm
This is the only structure that can handle variable-length sentences efficiently with fixed memory costs
Universal across all human languages (e.g., Japanese, Paiwan, English all use the same underlying
structure)
3. Practical Implications
o  The C-command algorithm explains grammaticality (e.g., "herself" vs "himself") through structural
relationships, not frequency
o LLMs are not suitable for endangered language preservation—they risk generating inaccurate corpus
that persists forever
o True language digitization requires understanding linguistic structure, not just statistical patterns.
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Discussions

shutterstock.com - 2556379069
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